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ABSTRACT

In recent years, Data mining is the most fast growing area in which data mining is the process of finding correlations or patterns among various fields in large relational databases in which it is used to extract important knowledge from large datasets, but sometimes these datasets are split among various parties. We propose a protocol for secure mining of association rules in horizontally distributed databases. The current integral protocol is that of Kantarcioglu and Clifton well known as K&C protocol. This proposed protocol is based on an unsecured distributed version of the Apriori algorithm termed as Fast Distributed Mining (FDM) algorithm of Cheung et al.

The main constituents in this protocol are two novel secure multi-party algorithms one that computes the union of private subsets that each of the interacting players hold and another that tests the whether an element held by one player is included in a subset held by another. This protocol offers enhanced privacy with respect to the protocol. This is simpler and is significantly more efficient in terms of communication rounds, communication cost and computational cost.
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I. INTRODUCTION

Data mining is the extraction of interesting patterns or knowledge from huge amount of data. Today, we have far more information than we must handle from business transactions and scientific data, to satellite pictures, text reports and military intelligence. Thus, Data mining is the computational process of discovering patterns in large data sets. In simple words, it is the process of analyzing data from different perspectives and summarizing it into useful information. A distributed database can reside on network servers on the Internet, on corporate internets or extranets, or on other company networks. Because they store data across multiple computers, distributed databases can improve performance at end-user worksites by allowing transactions to be processed on many machines, instead of being limited to one.

Homogeneous distributed database all sites have identical software and are aware of each other and agree to cooperate in processing user requests. Each site surrenders part of its autonomy in terms of right to change schema or software. A homogeneousDDBMS(Distributed database management system)appears to the user as a single system. The homogeneous system is much easier to design and manage. The following conditions must be satisfied for homogeneous database:
1. The operating system is used, at each location must be same or compatible.
2. The data structures used at each location must be same or compatible.
3. The database application used at each location must be same or compatible.

Data mining is ready for application in the business community because it is supported by three technologies that are now sufficiently mature:

- Massive data collection
- Powerful multiprocessor computers
- Data mining algorithms

The limitations of frequent or rare itemset mining motivated to develop a secure based mining approach, which allows a user to conveniently express his or her perspectives concerning the usefulness of itemsets as secure values and then find itemsets with high utility values higher than a user-specified threshold.

In the literature we have studied the different methods proposed secure mining from large datasets. That goal defines a problem of secure multi-party computation. In such problems, there are $M$ players that hold private inputs, $x_1, \ldots, x_M$, and they wish to securely compute $y = f(x_1, \ldots, x_M)$ for some public function $f$. If there existed a trusted third party, the players could surrender to him their inputs and he would perform the function evaluation and send to them the resulting output. In the absence of such a trusted third party, it is needed to devise a protocol that the players can run on their own in order to arrive at the required output $y$. Such a protocol is considered perfectly secure if no player can learn from his view of the protocol more than what he would have learnt in the idealized setting where the computation is carried out by a trusted third party. Thus to overcome this challenges the efficient algorithm is presented in this paper.

The main aim of this proposed protocol is to achieve the following aspects:

- Reducing the number of scans in the original database.
- Distributed databases remain up-to-date and current replication and duplication.
- Minimize memory utilization (Reducing the search space).
- Reducing the total execution and computation time.
- Reducing the resource utilization.
- Increase the performance in terms of time and space complexity.

The proposed protocol improves upon that in terms of simplicity and efficiency as well as privacy. We propose an alternative protocol for the secure computation of the union of private subsets. In particular, our protocol does not depend on commutative encryption and oblivious transfer (what simplifies it significantly and contributes towards much reduced communication and computational costs). While our solution is still not perfectly secure, it leaks excess information only to a small number (three) of possible coalitions, unlike the protocol of that discloses information also to some single players. In addition, we claim that the excess information that our protocol may leak is less sensitive than the excess information leaked by the protocol.

We propose here computes a parameterized family of functions, which we call threshold functions, in which the two extreme cases correspond to the problems of computing the union and intersection of private subsets. Those are in fact general-purpose protocols that can be used in other contexts as well. Another problem of secure multiparty computation that we solve here as part of our discussion is the set inclusion problem namely, the problem where Alice holds a private subset of some ground set, and Bob holds an element in the ground set, and they wish to determine whether Bob’s element is within Alice’s subset, without revealing to either of them information about the other party’s input beyond the above described inclusion.
II. METHODOLOGY

Process Design

Consider D be a transaction database. The database is partitioned horizontally between P1, P2 . . . , Pm players, denoted 1 M. Player Pm holds the partial database Dm that contains Nm = |Dm | of the transactions in D, 1≤m≤M . The unified database is D =D1 U···U DM. An itemset X is a subset of A. Its global support, supp(X), is the number of transactions in D that contain it. Its local support, sup (X), is the number of transactions in Dm that contain it.

Support

The rule X ⇒ Y holds with support s if s% of transactions in D contains X U Y. Rules that have a s greater than a user-specified support is said to have minimum support or threshold support. The support of rule is defined as, sup(X ) = no of transactions that contain X / total no of Transactions.

Confidence:

The rule X ⇒ Y holds with confidence c if c% of the transactions in D that contain X also contain Y. Rules that have a c greater than a user-specified confidence is said to have minimum confidence or threshold Confidence. The confidence of a rule is defined as, conf(X =>Y) = sup(X U Y)/ supp(X).

2.1 Apriori Algorithm

Apriori is designed to operate on databases containing transactions. The purpose of the Apriori Algorithm is to find associations between different sets of data. It is sometimes referred to as "Market Basket Analysis". Each set of data has a number of items and is called a transaction. The output of Apriori is sets of rules that tell us how often items are contained in sets of data.

2.2 Algorithm - Fast Distributed Mining (Fdm)

The FDM algorithm proceeds as follows:

(1) Initialization
(2) Candidate Sets Generation
(3) Local Pruning
(4) Unifying the candidate item sets
(5) Computing local supports
(6) Broadcast Mining Results

III. SYSTEM ARCHITECTURE

Data mining consists of various techniques that are applied for secure mining of association rules in horizontally distributed database. In the figure 1 shows two novel secure multiparty algorithms to provide enhanced privacy, security, and efficiency. In this paper we propose a protocol for secure mining of association rules in horizontally distributed database. This protocol is based on FDM Algorithm which is an unsecured distributed version of the Apriori algorithm. In this protocol two secure multiparty algorithms are involved:

1. Computes the union of private subsets that each interacting players hold.
2. Tests the inclusion of an element held by one player in subset held by another.

Mapper is a database management and processing system. It is a software tool that enables end-users to share computer power in a corporation. Mapper is mapping between database attributes to the java object.
given itemsets are to be frequent itemsets in horizontally distributed database by using association rules, privacy preserving techniques and FDM algorithm to provide secure mining.

![System Architecture](image)

**Figure 1: System Architecture for Secure Mining of Association Rules in Horizontally Distributed Data Bases**

**IV. CONCLUSION**

The main problems with the existing methods are the generation a huge set of candidate items and scanning of the original database several times. In this proposed a protocol for secure mining of association rules in horizontally distributed databases that improves significantly upon the current leading protocol in terms of privacy and efficiency. In this proposed protocol has the potential to overcome several restrictions in the current data mining model that can prevent system's functionality and limitations, and make further refinements.

One of the main ingredients in our proposed protocol is a novel secure multi-party protocol for computing the union (or intersection) of private subsets that each of the interacting players hold. Another ingredient is a protocol that tests the inclusion of an element held by one player in a subset held by another. Those protocols exploit the fact that the underlying problem is of interest only when the number of players is greater than two.

Since the algorithm generates few candidate items it takes less time to find the frequent itemsets. And also the memory used is less compared to the existing algorithms. Thus, pruning the itemsets very well at early stages saves the time as well as space.
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