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ABSTRACT 

In recent times, bioinformatics plays an increasingly important role in the study of advanced biology. 

Bioinformatics deals with the management and analysis of biological information stored in databases. The field 

of genomics is dependent on bioinformatics which is a significant novel tool emerging in biology for finding 

facts about gene sequences, interaction of genomes, and unified working of genes in the formation of final 

syndrome or phenotype. The rising popularity of genome sequencing has resulted in the utilization of 

computational methods for gene finding in DNA sequences. Recently, computer assisted gene prediction has 

gained impetus and tremendous amount of work has been carried out on this area. An ample range of 

noteworthy techniques have been proposed by the researchers for the prediction of genes. An extensive review 

of the prevailing literature related to gene prediction is presented along with classification by utilizing an 

assortment of techniques. In addition, a succinct introduction about the prediction of genes is presented to get 

acquainted with the vital information on gene prediction.  
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I. INTRODUCTION 

 

This paper gives a review of the literature in the context of the research undertaken for the wide range of 

research methodologies employed for the analysis and classification of gene prediction based upon different 

methods. The review of literature has been classified under the different mechanisms that has been adopted and 

experimented. The paper presents the research work already conducted in the area of gene prediction that 

supplements and supports the present research. It also gives a direction for the relevance of the present research. 

As far as practicable, the review of literature analyses the earlier research conducted in the context of the present 

research, and thus provides a scope for the present research giving a vivid description to present the conceptual 

terms and processes involved. Care has been taken to incorporate the available research papers that provide a 

scope for further research in this topic.  

 

1.1 Reviews on Gene Prediction Methodologies 

A wide range of research methodologies employed for the analysis and the prediction is presented in this 

section. Some of the innovative techniques have been adopted by various researchers from time to time. The 
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reviewed gene predictions based on some mechanisms are classified and the success and limitations are the 

points of discussion detailed in the following subsections. 

1.1.1 Support Vector Machine 

Jiang Qianet et al. [1] presented an approach which depends upon the SVMs for predicting the targets of a 

transcription factor by recognizing subtle relationships between their expression profiles. Particularly, they used 

SVMs for predicting the regulatory targets for 36 transcription factors in the Saccharomyces cerevisiae genome 

which depends on the microarray expression data from lots of different physiological conditions.  

MicroRNAs (miRNAs) which play an important role as post transcriptional regulators are small non-coding 

RNAs. For the 5' components, the purpose of animal miRNAs normally depends upon complementarities. Even 

though there is a lot of suggested numerous computational miRNA target-gene prediction techniques, it still 

have drawbacks in revealing actual target genes. MiTarget which is a SVM classifier for miRNA target gene 

prediction have been introduced by Sung-Kyu Kim et al [2].  

A Bayesian framework depends upon the functional taxonomy constraints for merging the multiple classifiers 

have been introduced by Zafer Barutcuoglu et al. [3]. A hierarchy of SVMclassifiers has been trained on 

multiple data types. For attaining the most probable consistent set of predictions, they have merged predictions 

in the suggested Bayesian framework.   

Hany Alashwal et al. [4] represented Bayesian kernel for the Support Vector Machine (SVM) in order to predict 

protein-protein interactions. By integrating the probability characteristic of the existing experimental protein-

protein interactions data, the classifier performances which were compiled from different sources could be 

enhanced.  

1.1.2 Gene ontology  

A method for approximating the protein function from the Gene Ontology classification scheme for a subset of 

classes have been introduced by Jensen et a.l[5] This subset  which incorporated numerous pharmaceutically 

appealing categories such as transcription factors, receptors, ion channels, stress and immune response proteins, 

hormones and growth factors can be calculated.  

Hongwei Wu et al. [6] introduced a computational method for predicting the functional modules which are 

encoded in microbial genomes. They have also acquired a formal measure for measuring the degree of 

consistency among the predicted and the known modules and carried out statistical analysis of consistency 

measures.  

Yingyao Zhou et al introduced an ontology-based pattern identification (OPI) is a data mining algorithm that 

methodically recognizes expression patterns that best symbolizes on hand information of gene function. Rather 

than depending on a widespread threshold of expression resemblance to describe functionally connected sets of 

genes, OPI obtained the optimal analysis background that produce gene expression patterns and gene listings 

that best predict gene function utilizing the criterion of GBA [7] have utilized OPI to a publicly obtainable gene 

expression data collection on the different stages of life of the malarial parasite  

Remarkable advancement in sequencing technology and sophisticated experimental assays that interrogate the 

cell, along with the public availability of the resulting data, indicate the era of systems biology. The 

development of techniques that can automatically make use of these datasets to make quantified and robust 
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predictions of gene function that are experimentally verified require comprehensive and wide variety of 

available data. The VIRtual Gene Ontology (VIRGO) was introduced by Naveed Massjouni et al. [8].  

Important approach into the cellular function and machinery of a proteome has been provided using a map of 

protein–protein interactions. With a relative specificity semantic relation, the similarity between two Gene 

Ontology (GO) terms is measured. Here, a method for restructuring a yeast protein–protein interaction map that 

exclusively depends upon the GO observations has been presented by Xiaomei Wu et al. [9].  

The functions of each protein are performed inside some specialized locations in a cell. For recognizing the 

protein function and approving its purification, this subcellular location is important. For predicting the location 

which depends upon the sequence analysis and database information from the homologs, there are numerous 

computational techniques. Few latest methods utilze text obtained from biological abstracts. The main goal of 

Alona Fyshe et al. [10] is to enhance the prediction accuracy of such text-based techniques. For improving text-

based prediction, they recognized three techniques such as (1) a rule for ambiguous abstract removal, (2) a 

mechanism for using synonyms from the Gene Ontology (GO) and (3) a mechanism for using the GO hierarchy 

to generalize terms. They proved that these three methods can enhance the accuracy of protein sub-cellular 

location predictors considerably which utilized the texts that are removed from PubMed abstracts whose 

references were preserved in Swiss-Prot. 

1.1.3 Homology 

Jong-won Chang et al. [11] introduced a scheme for improving the accuracy of gene prediction that has merged 

the ab-initio method based on homology. Taking the advantage of the known information, the latter recognizes 

each gene for previously recognized genes whereas, the   former rely on predefined gene features. In spite of the 

crucial negative aspect of the homology-based method, the proposed scheme has also adopted parallel 

processing for assuring the optimal system performance i.e. the bottleneck happened predictably due to the large 

amount of unprocessed ordered information. 

Automatic gene prediction is one of the predominant confrontations in computational sequence analysis. 

Conventional methods to gene detection depend on statistical models derived from already known genes. 

Contrary to this, a set of comparative methods depend on likening genomic sequences from evolutionary 

associated organisms to one another. These methods were founded on the hypothesis of phylogenetic foot 

printing: they capitalize on the feature that functionally significant areas in genomic sequences are generally 

more conserved than non-functional areas. Leila Taher et al. [12] have constructed a web-based computer 

program for gene prediction on the basis of homology at BiBiServ (Bielefeld Bioinformatics Server).  

Perfect accuracy is yet to be attained in computational gene prediction techniques, even for comparatively 

simple prokaryotic genomes. Problems in gene prediction revolve around the fact that several protein families 

continue to be uncharacterized. Consequently, it appears that only about half of an organism‟s genes can be 

assuredly ascertained on the basis of similarity with other known genes.  Mohammed Zahir Hossain Sarker et al. 

[13] have attempted to discern the intricacies of certain gene prediction algorithms in Genomics.  

1.1.4 Hidden Markov Model (HMM) 

Vladimir Pavlovic et al. [14] have presented a well-organized framework in order to learn the combination of 

gene prediction systems. Their approach can model the statistical dependencies of the experts which is the main 

advantage. The application of a family of combiners has been represented by them in the increasing order of 
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statistical complexity starting from a simple Naive Bayes to Input HMMs. A system has been introduced by 

them for combining the predictions of individual experts in a frame-consistent manner.  

The computational method which was introduced for the problem of finding the genes in eukaryotic DNA 

sequences is not yet solved acceptably. Gene finding programs have accomplished comparatively high accuracy 

on short genomic sequences but do not execute well if there is a presence of long sequences of indefinite 

number of genes. Here, programs which exist tend to calculate many false exons. For the ab initio prediction of 

protein coding genes in eukaryotic genomes a program named AUGUSTUS has been introduced by Mario 

Stanke et al. [15]. Based on the Hidden Markov Model, the program was constructed and it incorporated a 

number of well-known methods and submodels.  

The presence of processed pseudogenes: nonfunctional, intronless copies of real genes found elsewhere in the 

genome damaged the correct gene prediction. The processed pseudogenes are usually mistaken for real genes or 

exons by gene prediction programs which lead to biologically irrelevant gene predictions. Despite the fact that 

the methods exists for identifying the processed pseudogenes in genomes, there has not been made any attempt 

for incorporating pseudogene removal with gene prediction or even for providing a freestanding tool which 

identifies such incorrect gene predictions. PPFINDER (for Processed Pseudogene finder), a program that has 

been incorporated with numerous methods of processed pseudogene for finding the mammalian gene 

annotations have been introduced by Marijke J, Van Baren et al. [16].  

DeCaprio et al. [17] demonstrated the first proportional gene predictor, Conrad which depends upon semi-

Markov conditional random fields (SMCRFs). In contradictory to the best standalone gene predictors that 

depends upon generalized hidden Markov models (GHMMs) and accustomed by maximum probability Conrad 

was favourably trained for maximizing annotation accuracy.  

The majority of computational tools which exists depend on sequence homology and/or structural similarity for 

discovering microRNA (miRNA) genes. Of late, with regards to sequence, structure and comparative genomics 

information, the supervised algorithms were applied for addressing this problem. Almost in these studies, 

experimental evidence rarely supported miRNA gene predictions. In addition to, prediction accuracy remains 

uncertain. In order to predict the miRNA precursors, a computational tool (SSCprofiler) which utilized a 

probabilistic method based on Profile Hidden Markov Models was introduced by Anastasis Oulas et al. [18].  

1.1.5 Different Software programs for gene prediction  

A computational technique to create gene models by utilizing evidence produced from a varied set of sources, 

inclusive of those representatives of a genome annotation pipeline has been detailed by Jonathan E. Allen et al. 

[19]. The program, known as Combiner, took into account genomic sequence as input and the positions of gene 

predictions from ab initio gene locators, protein sequence arrangements, expressed sequence tag and cDNA 

arrangements, splice site predictions, and other proofs.  

Biju Issac et al. [20] have detailed that EGPred is an internet-based server that united ab initio techniques and 

similarity searches to predict genes, specifically exon areas, with high precision. The EGPred program consists 

of the following steps: (1) a preliminary BLASTX search of genomic sequence across the RefSeq database has 

been utilized to find protein hits with an 1 valueE ; (2) a second BLASTX search of genomic sequence 

across the hits from the preceding run with relaxed parameters (E-values <10) assists to get back all possible 

coding exon regions; (3) a BLASTN search of genomic sequence across the intron database was then utilized to 
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identify possible intron regions; (4) the possible intron and exon regions were likened to filter/remove incorrect 

exons; (5) the NNSPLICE program was then utilized to relocate splicing signal site locations in the outstanding 

possible coding exons; and (6) ultimately ab initio predictions were united with exons obtained from the fifth 

step on the basis of the relative strength of start/stop and splice signal regions as got from ab initio and similarity 

search.  

Yanhong Zhou et al. [21] introduced a gene prediction program named GeneKey. GeneKey can attain the high 

prediction accuracy for genes with moderate and high C+G contents when the widely used dataset which are 

collected by Reese and Kulp are trained [109]. On the other hand, the prediction accuracy was lesser for CG-

poor genes. They constructed a LCG316 dataset which composes of gene sequences with low C+G contents to 

solve this problem.  

Mario Stanke et al. [22] have presented an internet server for the computer program AUGUSTUS, which is 

utilized to predict genes in eukaryotic genomic sequences.  AUGUSTUS is founded on a comprehensive hidden 

Markov model representation of the probabilistic model of a sequence and its gene structure. The web server has 

permitted the user to enforce constraints on the calculated gene structure.  

Overall of 143 prokaryotic genomes were achieved with an efficient version of the prokaryotic genefinder 

EasyGene. By Comparing the GenBank and RefSeq annotations with the EasyGene predictions, they unveiled 

that in some genomes up to 60% of the genes might be represented with an incorrect initial codon particularly in 

the GC-rich genomes. The fractional differentiation between annotated and predicted affirmed that numerous 

short genes are annotated in numerous organisms. Additionally, there is a chance that genes might be left behind 

during the annotation of some of the genomes. Out of 143, 41 genomes to be over-annotated by .5% which 

means that too many ORFs were represented as genes have been calculated by Pernille Nielsen et al. [23].  

Antonio Starcevic et al. [24] has accomplished the program package „ClustScan‟ (Cluster Scanner) for rapid, 

semi-automatic, annotation of DNA sequences encoding modular biosynthetic enzymes that consists of 

polyketide synthases (PKS), non-ribosomal peptide syntheses (NRPS) and hybrid (PKS / NRPS) enzymes. In 

addition of displaying the predicted chemical structures of products the program also allows the export of the 

structures in a standard format for analyses with other programs.  

Kai Wang et al. [25] have built up a committed, publicly obtainable, splice site prediction program known as 

NetAspGene, for the genus Aspergillus. Gene sequences from Aspergillus fumigatus, the most general mould 

pathogen, were utilized to construct and experiment their model. Compared to several animals and plants, 

Aspergillus possesses finer introns; consequently they have utilized a bigger window dimension on single local 

networks for instruction, to encompass both donor and acceptor site data.  

The ease of use of a huge part of the maize B73 genome sequence and originating sequencing technologies 

recommend economical and simple ways to sequence areas of interest from many other maize genotypes. Gene 

content prediction is one of the steps required to convert these sequences into valuable data. Gene predictor 

specifically trained for maize sequences is so far not available in public. The EuGene software merged 

numerous sources of data into a condensed gene model prediction and this EuGene is preferred for training by 

Pierre Montalent et al [26]. The results were compacted together into a library file and e-mailed to the user.  

 

 



 

57 | P a g e  

1.1.6 Other Training methodologies 

Huiqing Liu et al. [27] introduced a computational method for patient outcome prediction. In the training phase 

of this method, they utilized two types of extreme patient samples: (1) short-term survivors who got an 

inconvenient result in a small period and (2) long-term survivors who were preserving a positive outcome after a 

long follow-up time.  

According to the parent of origin, Imprinted genes are epigenetically modified genes whose expression can be 

determined. They are concerned in embryonic development and imprinting dysregulation is linked to diabetes, 

obesity, cancer and behavioral disorders such as autism and bipolar disease. A statistical model which depends 

on DNA sequence characteristics have been trained by Philippe P., Luedi et al. [28]. It not only identified 

potentially imprinted genes but also predicted the parental allele from which they were expressed.  

1.1.7 Other Machine Learning Techniques 

Stephanie Seneff et al. [29] described an approach incorporating constraints from orthologous human genes in 

order to predict the exon-intron structures of mouse genes using the techniques which are utilized in speech and 

natural language processing applications in the past. A context-free grammar is used in their approach for 

parsing a training corpus of annotated human genes. For capturing the common features of a mammalian gene, a 

statistical training process has generated a weighted Recursive Transition Network (RTN).  

An approach to the problem of splice site prediction, by applying stochastic grammar inference was presented 

by Kashiwabara et al. [30]. Four grammar inference algorithms to infer 1465 grammars were used, and a 10-

fold cross-validation to choose the best grammar for every algorithm was also used. The matching grammars 

were entrenched into a classifier and the splice site prediction was made to run and the results were compared 

with those of NNSPLICE, the predictor used by Genie gene finder.  

Katharina J Hoff et al. [31] introduced a gene prediction algorithm for metagenomic fragments based on a two-

stage machine learning approach. In the first step, for extracting the features from DNA sequences, they have 

used linear discriminants for monocodon usage, dicodon usage and translation initiation sites. In the second 

step, for computing the probability in such a way that the open reading frame encodes a protein, an artificial 

neural network combined these features with open reading frame length and fragment GC-content.  

Single nucleotide polymorphisms (SNPs) give much assurance as a source for disease-gene association. 

However, the cost of genotyping the tremendous number of SNPst restricted the research. Therefore, for 

identifying a small subset of informative SNPs, the supposed tag SNPs is of much importance. This subset 

comprises of chosen SNPs of the genotypes, and represents the rest of the SNPs accurately. Additionally, in 

order to estimate prediction accuracy of a set of tag SNPs, an efficient estimation method is required. A genetic 

algorithm (GA to tag SNP problems, and the K-nearest neighbor (K-NN) which act as a prediction method of 

tag SNP selection have been applied by Li-Yeh Chuang et al. [32].  

1.1.8 Digital Signal Processing  

The protein-coding areas of DNA sequences have been noticed to display the period-three behaviour, which can 

be capitalized on to predict the position of coding areas inside genes. Earlier, discrete Fourier transform (DFT) 

and digital filter-based techniques have been utilized for the detection of coding areas. But, these techniques do 

not considerably subdue the noncoding areas in the DNA spectrum at 3/2 . As a result, a non-coding area 

may unintentionally be recognized as a coding area. Trevor W. Fox et al. [33] have set up a method (a quadratic 
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window operation subsequent to a single digital filter operation) that has restrained almost each of the non-

coding areas.  

The basic problem to interpret genes is to predict the coding regions in large DNA sequences. For solving that 

problem, Digital Signal Processing techniques have been used successfully. Furthermore, the existing tools are 

not able to calculate all the coding regions which are present in a DNA sequence. A predictor introduced by 

Anibal Rodriguez Fuentes et al. [34] based on the linear combination of two other methods proved good quality 

efficacy separately. And also for reducing the computational load, a fast algorithm was developed Fuentes et al. 

[35] earlier. Some thoughts have been reviewed concerning the combination of the predictor with other 

methods.  

Several digital signal processing, methods have been utilized to mechanically differentiate protein coding areas 

(exons) from non-coding areas (introns) in DNA sequences. Mai S. Mabrouk et al. [36] have differentiated these 

sequences in relation to their nonlinear dynamical characteristics. 

Genomic sequence, structure and function analysis of various organisms has been a testing problem in 

bioinformatics. In this context protein coding region (exon) identification in the DNA sequence has been 

accomplishing immense attention over a few decades. By exploiting the period-3 property present in it these 

coding regions can be recognized. The discrete Fourier transform has been normally used as a spectral 

estimation technique to extract the period-3 patterns available in DNA sequence. The conventional DFT 

approach loses its efficiency in case of small DNA sequences for which the autoregressive (AR) modeling is 

used as an optional tool. An optional but promising adaptive AR method for the similar function has been 

proposed by Sitanshu Sekhar Sahu et al. [37].  

1.1.9 Neural Network  

Alistair M. Chalket et al. [38] have presented a neural network based computational model that uses a broad 

range of input parameters for AO (Antisense Oligonucleotides) prediction. From AO scanning experiments in 

the literature sequence and efficacy data were gathered and a database of 490 AO molecules was generated. A 

neural network model was trained utilizing a set of parameters derived on the basis of AO sequence properties.  

Takatsugu Kan et al. [39] have aimed to detect the candidate genes involved in lymph node metastasis of 

esophageal cancers, and investigate the possibility of using these gene subsets in artificial neural networks 

(ANNs) analysis for estimating and predicting occurrence of lymph node metastasis. With 60 clones their ANN 

model was capable of most accurately predicting lymph node metastasis.  

In bioinformatics identification of short DNA sequence motifs which act as binding targets for transcription 

factors is an important and challenging task. Though unsupervised learning techniques are often applied from 

the literature of statistical theory, for the discovery of motif in large genomic datasets an effective solution is not 

yet found. For motif-finding problem, Shaun Mahony et al. [40] have offered three self-organizing neural 

networks.  

Neural networks are long time popular approaches for intelligent machines development and knowledge 

discovery. Nevertheless, problems such as fixed architecture and excessive training time still exist in neural 

networks. This problem can be solved by utilizing the neuro-genetic approach. Neuro-genetic approach is based 

on a theory of neuroscience which states that the genome structure of the human brain considerably affects the 

evolution of its structure. Therefore the structure and performance of a neural network is decided by a gene 
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created. Assisted by the new theory of neuroscience, Zainal A. Hasibuan et al. [41] have proposed a biologically 

more reasonable neural network model to overcome the existing neural network problems by utilizing a simple 

Gene Regulatory Network (GRN) in a neuro-genetic approach.  

Liu Qicai et al. [42] have employed Artificial Neural Networks (ANN) for analyzing the fundamental data 

obtained from 78 pancreatitis patients and 60 normal controls consisting of three structural of HBsAg, ligand of 

HBsAg and clinical immunological characterizations, laboratory data and  genetypes of cationic trypsinogen 

gene PRSS1. They have verified the outcome of ANN prediction using T-cell culture with HBV and flow 

cytometry.  

1.1.10 Other techniques 

Gautam Aggarwal et al. [43] analyzed the interpretation of three complete genomes by means of the ab initio 

methods of gene identification GeneScan and GLIMMER. The interpretation made by means of GeneMark is 

endowed in GenBank which is the standard against which these are compared.  

Freudenberg et al. [44] introduced a technique for predicting disease related human genes from the phenotypic 

emergence of a query disease. Corresponding to their phenotypic similarity diseases of known genetic origin are 

to be clustered.  

Thomas Schiex et al. [45] have detailed the FrameD, a program that predicts the coding areas in prokaryotic and 

matured eukaryotic sequences.  

Rice xa5 gene produces recessive, race-specific impediment to bacterial blight disease attributable to the 

pathogen Xanthomonas oryzae pv. Oryzae and has immense importance for research and propagation. In an 

attempt to clone xa5, an F2 population of 4892 individuals was produced by Zhong Yiming et al. [46], from the 

xa5 close to isogenic lines, IR24 and IRBB5.  

Bayesian variable choosing for prediction utilizing a multinomial probit regression model with data 

amplification to change the multinomial problem into a series of smoothing problems has been dealt with by 

Xiaobo Zhou et al. [47].  

A reaction pattern library which consists of bond-formation patterns of GT reactions have been introduced by 

Shin Kawano et al. [48] and the co-occurrence frequencies of all reaction patterns in the glycan database is 

researched. 

A comparative-based method to the gene prediction issue has been offered by Said S. Adi et al. [49]. It was 

founded on a systemic arrangement of more than two genomic sequences. In other words, on an arrangement 

that took into account the truth that these sequences contain several conserved regions, the exons, interconnected 

by unrelated ones, the introns and intergenic regions.  

Linkage analysis is a successful process for combining the diseases with particular genomic regions. These 

regions are usually big, incorporating hundreds of genes that make the experimental methods engaged to 

recognize the disease gene arduous and cost. In order to prioritize candidates for more experimental study, 

Richard A. George et al. [50] have introduced two techniques: Common Pathway Scanning (CPS) and Common 

Module Profiling (CMP).  

For deciphering the digital information that is stored in the human genome, the most important goal is to 

identify and characterize the complete ensemble of genes. Successful hybrid methods combining these two 

concepts have also been developed. A third orthogonal approach for gene prediction which depends on the 
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detection of the genomic signatures of transcription have been introduced by Gustavo Glusman et al. [51] and 

are accumulated over evolutionary time.  

Differing from most organisms, the c-proteobacterium Acidithiobacillus ferrooxidans withstand an abundant 

supply of soluble iron and they live in dreadfully acidic conditions (pH 2). It is also odd that it oxidizes iron as 

an energy source. Therefore, it faces the demanding twin problems of managing intracellular iron homeostasis 

when accumulated with enormously elevated environmental masses of iron and modifying the utilization of iron 

both as an energy source and as a metabolic micronutrient. The first model for a Fur-binding site consensus 

sequence in an acidophilic iron-oxidizing microorganism was given by Raquel Quatrini et al. [52] and he laid 

the foundation for forthcoming studies aimed at expanding their understanding of the regulatory networks that 

control iron uptake, homeostasis and oxidation in extreme acidophiles.  

A generic DNA microarray design which suits to any species would significantly benefit comparative genomics. 

The viability of such a design by ranking the great feature densities and comparatively balanced nature of 

genomic tiling microarrays was proposed by Thomas Royce etE et al. [53].  

For analyzing the functional gene links, the phylogenetic approaches have been compared by Daniel Barker et 

al. [54]. From species‟ genomes, the independent instances of the correlated gain and loss of pairs of genes have 

been encountered by using these approaches. They interpreted the effect from the significant results of 

correlations on two phylogenetic approaches such as Dollo parsminony and maximum likelihood (ML).  

The complex and restrained problem in eukaryotes is accurate gene prediction. A  constructive feature of 

predictable distributions of spliceosomal intron lengths were presented by Scott William Roy et al. [55].  

Poonam Singhal et al. [56] have introduced an ab initio model for gene prediction in prokaryotic genomes on 

the basis of physicochemical features of codons computed from molecular dynamics (MD) simulations.  

Manpreet Singh et al. [57] have detailed that the drug invention process has been commenced with protein 

identification since proteins were accountable for several functions needed for continuance of life. Protein 

recognition further requires the identification of protein function. The proposed technique has composed a 

categorizer for human protein function prediction.  

The efficiency of their suggested approach in type 1 diabetes (T1D) was examined by Shouguo Gao et al. [58]. 

While organizing the T1D base, 266 recognized disease genes and 983 positional candidate genes were obtained 

from the 18 authorized linkage loci of T1D.  A de novo prediction algorithm for ncRNA genes with factors 

resulting from sequences and structures of recognized ncRNA genes in association to allure was illustrated by 

Thao T. Tran et al. [59]. Bestowing these factors, genome-wide prediction of ncRNAs was performed in 

Escherichia coli and Sulfolobus solfataricus by administering a trained  neural network-based classifier.  

A comparative-based method to the gene prediction issue has been offered by Said S. Adi et al. [60]. It was 

founded on a syntenic arrangement of more than two genomic sequences.  

MicroRNAs (miRNAs) that control gene expression by inducing RNA cleavage or translational inhibition are 

small non-coding RNAs. Most human miRNAs are intragenic and they are interpreted as a part of their hosting 

transcription units. The gene expression profiles of miRNA host genes and their targets which are correlated 

inversely have been assumed by Vincenzo Alessandro Gennarino et al. [61]. They have developed a procedure 

named HOCTAR (host gene oppositely correlated targets), which ranks the predicted miRNA target genes 

depending upon their anti-correlated expression behavior comparing to their respective miRNA host genes. 
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1.2 Supplementary Gene Classification and Prediction Techniques  

Some of the recent related research works are reviewed here. 

Zhenqiu Liu et al. [62] have offered an analytical method for categorizing the gene expression data. In the 

proposed method, dimension reduction has been achieved by utilizing the kernel principal component analysis 

(KPCA) and categorization has been achieved by utilizing the logistic regression (discrimination). KPCA is a 

generic nonlinear form of principal component analysis. Five varied gene expression datasets related to human 

tumor samples has been categorized by utilizing the proposed algorithm. The high potential of the proposed 

algorithm in categorizing gene expression data has been confirmed by comparing with other well-known 

classification methods like support vector machines and neural networks. Roberto Ruiz et al. [63] have proposed 

a novel heuristic method for selecting appropriate gene subsets which can be utilized in the classification task. 

Statistical significance of the inclusion of a gene to the final subset from an ordered list is the criteria on which 

their method is based.  

Yanxiong Peng et al. [64] have performed a comparative analysis on different biomarker discovery methods that 

includes six filter methods and three wrapper methods. After this, they have presented a hybrid approach known 

as FR-Wrapper for biomarker discovery.  

Minca Mramor et al. [65] have proposed a method for the analysis of gene expression data that gives an 

unfailing classification model and gives useful insight of the data in the form of informative perception.  

Hau-San Wong et al. [66] have proposed regulation-level method for symbolizing the microarray data of cancer 

classification that can be optimized utilizing genetic algorithms (GAs). The proposed symbolization decreases 

the dimensionality of microarray data to a greater extent compared with the traditional expression-level features.  

Ahmad M. Sarhan [67] has developed an ANN and the Discrete Cosine Transform (DCT) based stomach cancer 

detection system.  Classification features are extracted by the proposed system from stomach microarrays 

utilizing DCT. ANN does the Classification (tumor or no-tumor) upon application of the features extracted from 

the DCT coefficients. In his study he has used the microarray images that were obtained from the Stanford 

Medical Database (SMD). The ability of the proposed system to produce very high success rate has been 

confirmed by simulation results. Georgios Papachristoudis et al. [68] have offered SoFoCles, an interactive tool 

that has made semantic feature filtering a possibility in microarray classification problems by the utilization of 

external, unambiguous knowledge acquired from the Gene Ontology.  

Rameswar Debnath et al. [69] have proposed an evolutionary method that is capable of selecting a subset of 

potentially informative genes that can be used in support vector machine (SVM) classifiers. The proposed 

evolutionary method estimates the fitness function utilizing SVM and a specified subset of gene features, and 

new subsets of features were chosen founded on the frequency of occurrence of the features in the evolutionary 

approach and amount of generalization error in SVMs.  

MiTarget which is a SVM classifier for miRNA target gene prediction was introduced by Sung-Kyu Kim et al. 

[70].  It employed a radial basis function kernel and was then categorized by structural, thermodynamic, and 

position-based features as a similarity measure for SVM features. For the first time, the features were presented 

and the mechanism of miRNA binding was reproduced.  
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Based on the information that a majority of exon sequences have a 3-base periodicity, and intron sequences do 

not have the sole characteristic, a technique to predict protein coding regions was developed by Changchuan Yin 

et al. [71].  

On the basis of a two-stage machine learning approach a gene prediction algorithm for metagenomic fragments 

was proposed by Katharina Hoff et al. [72]. Initially, for extracting the features from DNA sequences, linear 

discriminants were employed for monocodon usage, dicodon usage and translation initiation sites. Secondly, for 

calculating the chance in such a way that the open reading frame encodes a protein and an artificial neural 

network combines these characteristics with open reading frame length and fragment GC-content.  

Based on the physicochemical features of codons computed from molecular dynamics (MD) simulations an ab 

initio model for gene prediction in prokaryotic genomes was introduced by Poonam Singhal et al. [73].  

For the genus Aspergillus a program called NetAspGene which is a dedicated, publicly available, splice site 

prediction was developed by Kai Wang et al. [74]. The most widespread mould pathogen that is the gene 

sequences from Aspergillus fumigatus, were employed to build and test their model. Aspergillus encloses 

smaller introns when compared with several animals and plants; and hence to cover both the donor and acceptor 

site information they have applied a larger window size on single local networks for training.   

Bayesian kernel was represented for the Support Vector Machine (SVM) by Hany Alashwal et al. [75] so as to 

predict protein-protein interactions. By putting together the probability characteristic of the existing 

experimental protein-protein interactions data, the classifier performances that were amassed from diverse 

sources could be improved.  

 

II. DIRECTIONS FOR THE FUTURE RESEARCH 

 

In this review paper, various techniques utilized for the gene prediction has been analyzed thoroughly. Also, the 

performance claimed by the technique has also been analyzed. From the analysis, it can be understood that the 

prediction of genes using the hybrid techniques shown the better accuracy. Due to this reason, the hybridization 

of more techniques will attain the acute accuracy in prediction of genes. This paper will be a healthier 

foundation for the budding researchers in the gene prediction to be acquainted with the techniques available in 

it. In future lot of innovative brainwave will be rise using our review work. 

 

III. CONCLUSION 

 

The instant reviews is a humble attempt to explain, compare and assess the performance of different soft 

computing that are being applied to cancer prediction and prognosis. Specifically a number of trends have been 

identified with respect to the types of computational intelligent learning methods being used, the types of 

training data being integrated, the kinds of endpoint predictions being made, the types of cancers being studied 

and the overall performance of these methods in predicting cancer susceptibility or outcomes. While ANNs still 

predominate, it is evident that a growing variety of alternate machine learning strategies are being used and it is 

being applied to many types of cancers to predict at least three different kinds of outcomes. It is also clear that 

soft computing methods generally improve the performance or predictive accuracy of most prognoses, 

especially when compared to conventional statistical or expert-based systems. While most studies are generally 
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well constructed and reasonably well validated, certainly greater attention to experimental design and 

implementation appears to be warranted, especially with respect to the quantity and quality of biological data. 

Improvements in experimental design along with improved biological validation would no doubt enhance the 

overall quality, generality and reproducibility of many computational intelligence-based classifiers.  

Gene prediction is a very rising research in the field of bio-informatics that has received growing attention in the 

research community over the past decade. This paper is a comprehensive survey of the significant researches 

and techniques existing for gene prediction. An introduction to gene prediction has also been presented and the 

existing works are classified according to the techniques implemented. These researches are basically about the 

numerous techniques available for gene prediction analysis. From the analysis, it can be understood that the 

prediction of genes using the hybrid techniques shows a better accuracy. Due to this reason, the hybridization 

techniques will attain the acute accuracy in prediction of genes. 

 It may be concluded that most of the recent works have performed the classification study using gene 

expression data. The selected gene expression dataset has been optimized and classified using traditional 

classifier. Although the optimization is effective, the ultimate objective has not yet been achieved due to the 

inadequacy in classification effectiveness. Therefore, the enhancement of classifier becomes an essential pre-

requisite for effective classification of microarray gene expression data. 
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