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ABSTRACT

The detection of diabetes mellitus at the earlier stages is difficult in clinical management.In an existing system, apriori
algorithm is used to find the item sets for association rules .But it is not efficient in finding item sets and it uses only four
association rules. In this paper we aim to maintain a EMR (Electronic Medical Record) and apply association rule mining to
discover sets of risk factors and their corresponding subpopulations. We reviewed four association rule summarization
techniques and conducted comparative evaluation based on their advantages and disadvantages.These foursummarization
methods having its fair strength but the BUS (Bottom Up Summarization) algorithm developed the best acceptable summary.

Index Terms: Data Mining, Association Rules, Survival Analysis, Association Rule Summarization
Techniques

I INTRODUCTION

Diabetes mellitus, commonly referred to as diabetes is a group of metabolic diseases in which there are high
blood sugar levels over a prolonged period. It affects 25.8 million people in the U.S. Approximately 7 million of
the people do not know they have the disease. Serious health complications such as stroke and may occur if not
controlled properly. Diabetes is the major reason for heart diseases.

As of 2014, totally 387 million people have diabetes worldwide. This is equal to 8.3% of the adult population.
In the years 2012 to 2014, diabetes is appraisal to have resulted in 1.5 to 4.9 million deaths per year. Diabetes
doubles the risk of death. The number of people with diabetes is anticipated to rise to 592 million by 2035.
There are three main types of diabetes mellitus. Type 1 diabetes mellitus results from the body failure to
produce enough insulin. Type 2 diabetes mellitus begins with insulin resistance, a condition in which cell fail to
produce insulin properly. This may result in lack of insulin. The primary cause of this type of diabetes is
excessive body weight and not enough exercise. Gestational diabetes is the third form of diabetes which occurs
when pregnant women develop a high blood glucose level.

Assaciation rules are implications that associate a set of potentially interacting conditions (e.g. high BMI and
the presence of hypertension diagnosis) with elevated risk. The association rules is important in order to

quantify the diabetes risks which also provide the physician with a “justification”, namely the associated set of
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conditions. This set of conditions can be used to provide treatment towards a more personalized and targeted

preventive care or diabetes management.

I1 EXISTING SYSTEM

In an existing system, the patient records are recorded manually. Because of this the full information of the
patient cannot be obtained. This method is called asCensoring. If a patient drops out of the study, we may not
know if hegets diabetes at the end of the study. The ability to use partial information is the key characteristics

of survival analysis making it a mainstay technique in clinical research.

111 PROPOSED ALGORITHM

The original rule set available in the Electronic Medical Record(EMR) are compressed using the four rule set
summarization techniques namely APRX-COLLECTION, RPGlobal, TopK,BUS to predict the Relative Risk of
Diabetics Mellitus of patients. The applicability and strength of the Association rule set summarization
techniques have been proposed .But it cannot provide the exact results. The four summarization techniques
enables the practitioners in choosing the most suitable one. Between TopK and BUS, we found that BUS
retained slightly more redundancy than TopK,. Top K has better ability and patient coverage. Thus BUS has

been made the best suited algorithm for these purposes.

IV ASSOCIATION RULE MINING

Association rule mining, one of the most important and well researched techniques of data mining. It aspires to
extract interesting correlations, frequent patterns and associations among sets of items in the transaction
databases. Let an item be a binary indicator signifying whether a patient possesses the corresponding risk factor.
E.g. The item htn indicates whether the patient has been diagnosed with hypertension. Let X denote the item
matrix, which is a binary covariate matrix with rows representing patients and the columns representing items.
An item set is a set of items: it indicates whether the corresponding risk factors are all present in the patient. If
they are, the patient is said to be covered by the item set (or the item set applies to a patient).An association rule
is of form I— J, where I and J are both item sets. The rule represents an implication that if J is likely to apply to
a patient given that | apply. The item set I is the antecedent and J is the consequent of the rule. The strength and

“significance” of the association is traditionally quantified through the support and confidence measures.

V DISTRIBUTIONAL ASSOCIATION RULE

A Distributional association rule is defined by an itemset | and is an implication that for a continuous outcome
y, its distribution between the affected and the unaffected subpopulations is statistically significantly different.
For example, the rule {htn, fibra} indicates that the patients both presenting hypertension (high blood pressure)
and taking statins (cholesterol drugs) have a significantly higher chance of progression to diabetes than the
patients who are either not hypertensive or do not have statins prescribed. The distributional association rules

are characterized by the following statistics. For rule R, let OR denote the observed number of diabetes incidents
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in the subpopulation DR covered by R. Let ER denote the expected number of diabetes incidents in the
subpopulation covered by R.

ER = OR —i€DRYyi..

Whereyi is the martingale residual for patient i.

The relative risk of a set of risk factors that define R is RR =OR/ER.

Input: Set | of item sets, number k of summary rules
Output: Set A of item sets, s.t. A minimizes the criterion L
Generate an extended set E of item sets based on |

A=$

while|A| <k do

A =argminE€ E L(E)

Add Ato A

Remove the effect of A

end while

VI METHOD

Many of these rules are slight variants of each other leading to the obfuscation of the clinical patterns underlying
the ruleset. One remedy to this problem, which constitutes the main focus of this work, is to summarize the
ruleset into a smaller set that is easier to overview. We first review the existing rule set and database
summarization methods, then propose a generic framework that these methods fit into and finally, we extend

these methods so that they can take a continuous outcome variable.

6.1 Rule Set and Database Summarization
The goal of rule set summarization is to represent a set | of rules with a smaller set A of rules such that | can be
recovered from A with minimal loss of information. Since a rule is defined by a single itemset, we will use

itemset™ in place of ,,rule meaning the ,,itemset that defines the rule®.

VII SUMMARIZATION TECHNIQUES AND SUMMARIZED RULE SET

Summarization is a key data mining concept which involves techniques for finding a compact description of a
dataset. Simple summarization methods such as tabulating the mean and standard deviations are often applied
for analysis of data, visualization of data and automated report generation.Four summarization techniques are
used. we present the rule sets generated by the extended summarization algorithms. For each one algorithm, it
provided the best suitable outcome because we used the parameter settings. For APRXCOLLECTION, we used
a=.1,A=1; for RPGlobal, we used 6 = .5, 6 = .2, A =.98; for Top-K, we used A = .2; and for BUS, we used A=
1. Note that A notably varies from 1 single for Top-K, which previously takes the risk of diabetes into relation in

the usual loss condition.
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VIII SUMMARIZARTION TECHNIQUES

8.1 APRX-Collection
The APRX-COLLECTION algorithm finds supersets of the conditions (risk factors) in the rule such that most
subsets of the summary rule will be valid rules in the original (unsummarized) set and these subset rules imply

similar risk of diabetes.

Rule Set Summarized by APPRX-COLLECTION Described by
the Number r of Original Rules Covered, Relative Risk of the
Subpopulations Covered RR, the Expected Eg and
Observed O of Diabetes Incidents in the Covered
Subpopulation

T RR E R (),ra Rule
1 19 3624 71 fibm
0 134 27171 363 bmi trigl acearh
statin aspirin hin
15 131 34892 457 bmi trigl statin aspirin ihd
16 119 42678 506 hdl trigl acearb aspirin hin
20 135 27300 368 bmi sbp trigl acearb diuret
hin
16 135 41738 562 bmi trigl bb dinret hin
11 118 76113 895 bmi trigl acearb statin
11 102 79764 813 hdl trigl diuret aspirin
11 125 55012 688 bmi acearb hin ihd
10 123 53458 660 bmisbp cch hin

8.2 RP Global
APRX-COLLECTION has some major limitations such as redundancy and intensity of risk. The RP Global
mainly uses the rule expression. It also has two main drawbacks such as taking the exposure of patients into

relation and creating summary from rules.

Top 10 Rules of the Summarized Rule Set Created by
RPGlobal in Terms of Relative Risk AR, Expected
Ep and Observed Og Gounts of Diabetes
Incidents

RR EH OH, Rule

132 38 51 acearb bb statin aspirin hin ihd
169 32 55 bmi trigl acearb diuret htn

152 35 54 bmi bb statin aspirin ihd
193 35 68 trigl acearb statin aspirin hin
123 52 65 acearb bb diuret aspirin htn
129 42 55 sbp tchol acearb diuret htn
220 25 57 hdl trigl acearb aspirin hin
210 25 54 hdl trigl diuret aspirin hin
186 34 65 bmi acearb statin aspirin htn
128 42 54 bmi tchol hdl trigl tobacco
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8.3 TOP-K

The Redundancy-Aware Top K (TopK) algorithm further reduces the redundancy in the rule set which was
possible throughoperating on patients rather than the expressions of the rules. TopK still achieves high

compression rate.

Top 10 Summarized Rule Created by the Top-K Algorithm

RR Er Op Rule

240 2170 52 fibra hin

234 2433 57 bmi trigl acearb statin htn
206 2578 53 bmisbp cch htn

210 2574 54 hdl trigl diuret aspirin hin
158 3797 60 bmihdlihd

147 4552 67 sbp hin tobacco

171 4328 74 bmi sbp trigl aspirin
146 31703 464 bmi hin

135 3693 50 tchol acear bb diuret hin
162 3216 52 sbp tchol trigl statin htn

8.4 BUS

BUS (as opposed to TopK) operates on the patients and not on the rules. Therefore, redundancy in terms of rule
expression can occur. However, BUS explicitly controls the redundancy in the patient space through the
parameter mandating the minimum number of new (previously uncovered) cases (patients with diabetes
incident) that need to be covered by each rule. Thus the reduced variability in the rule expression does not

translate into increased redundancy.

Top 10 Summarized Rule Created by BUS

RE  Er Ogp Rule

240 21 52 fibra htn

234 24 57 bmi trigl acearb statin htn
215 29 64 bmi trigl aspirin ihd

210 25 54 hdl trigl diuret aspirin hin
191 56 107 bmi trigl statin htn

200 47 94 bmi hdl aspirin hin

163 55 91 bmistatin ihd

154 78 121 bmi trigl tobacco

136 48 66 bb diuret statin aspirin hin
137 39 54 dbp diuret hin

IX RESULTS
Our proposed technique aims to predict the risk of diabetes mellitus. In this we use four association rule
summarization techniques such as APRX-COLLECTION, RP Global, Top K and BUS. All these techniques
have its own strength but BUS algorithm is the most efficient one.
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RELATIVE RISK COUNT

480.0
450.0
420.0
3380.0
360.0
330.0
300.0
270.0
240.0
210.0
180.0

RELATIVE RISK COUNT

150.0
120.0
S0.0
60.0
30.0
0.0

SUMMARIZATION RULE

APRX RPG GLOBAL M TOPK M BUS

PATIENT COUNT

PATIENT COUNT

APRX RPGGLOSAL W TOPX W Bus

X CONCLUSION

Assaciation rule mining to identify sets of risk factors and the corresponding patient subpopulations that are at
significantly increased risk of progressing to diabetes. An excessive number of associationrules were discovered
impeding the clinical interpretation results. For this method, the number of rules is used for clinical

interpretation is make feasible.
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