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ABSTRACT 

Due to the rapid developments in the wireless communications area and personal communications systems, 

providing information security has become a more and more important subject. This security concept becomes a 

more complicated subject when next-generation system requirements and real-time computation speed are 

considered. In order to solve these security problems, lots of research and development activities are carried 

out and cryptography has been a very important part of any communication system in the recent years.The 

hardware is described in VHDL and verified on Xilinx FPGAs. The advantages and open issues of implementing 

hash functions using a processor structure are also discussed. This constitutes the physical design. Being an 

elaborate and costly process, a physical design may call for an intermediate functional verification through the 

FPGA route. The circuit realized through the FPGA is tested as a prototype. It provides another opportunity for 

testing the design closer to the final circuit. 
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I. INTRODUCTION 

Cryptography is the branch of computer science that deals with security. It supports operations such as 

encryption and decryption. The cryptography is implemented in the form of hash functions, symmetric key 

algorithms, and public key algorithms. The symmetric and public key algorithms are used for encryption and 

decryption while hash functions are one way functions as they don’t allow the retrieval of processed data. As 

MD5 and SHA are the two mostly used algorithms in the industry, this paper focuses on secure hash algorithm. 

Hash algorithms, also commonly called as message digest algorithms, are algorithms generating a unique fixed-

length bit vector for an arbitrary-length message M. The bit vector is called the hash of the message and it is 

here denoted as H. The hash can be considered as a fingerprint of the message.  

The hash function H must have the following properties:  

 

 One-way property: for any given value h, it is computationally infeasible to find x such that H(x) = h.  

  Weak collision resistance: for any given message x, it is computationally infeasible to find y ≠ x with H(y) 

= H(x).  

  Strong collision resistance: it is computationally infeasible to find any pair (x, y), such that H(x) = H(y).  
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II. SHA-1 ALGORITHM 

Secure Hash Algorithm (SHA) is described in the National Institute of Standards and Technology’s (NIST) 

Federal Information Processing Standard (FIPS) 180-2: Secure Hash Standard (SHS) [3]. SHS describes the 

following algorithms: SHA-1 (SHA-160), SHA-256, SHA-385 and SHA-512, where the number is the length of 

the hash H in bits. In this report, only SHA-1 (SHA-160) is considered. SHA-1 is widely used in various public-

key cryptographic algorithms, e.g. in Digital Signature Algorithm (DSA) [6]. SHA-1 calculates a 160-bit H for a 

b-bit M. The algorithm consists of the following steps:  

1. Appending Padding Bits: - The b-bit M is padded in the following manner: a single 1-bit is added into the 

end of M, after which 0-bits are added until the length of the message is congruent to 448, modulo 512.  

2. Appending Length: - A 64-bit representation of b is appended to the result of the above step. Thus, the 

resulted message is a multiple of 512 bits.  

3. . Buffer Initialization: - Let H0, H1, H2, H3 and H4 be 32-bit hash value registers. These registers are used 

in the derivation of a 160-bit hash H. At the beginning, they are initialized as follows:  

H0 = x′′67452301′′ 

H1 = x′′e f cdab89′′ 

H2 = x′′98badc f e′′ 

H3 = x′′10325476′′ 

H4 = x′′c3d2e1 f 0′′ 

1. Hash Calculation: SHA1 may be used to hash a message, M, having a length of l bits, where 0 ≤ l ≤ 264. 

The algorithm uses:  

 A message schedule of 80x32-bit words. The words of the message schedule are labeled W0, W1. 

 Five working variables of 32-bits each. The working variables are labeled as: A, B, C, D and E.  

 A hash value of five 32-bit words. The words of the hash value are labeled as: H0(i), H1(i), H2(i), H3(i), 

H4(i) which will hold the initial hash value H(0), replaced by each intermediate hash value (after each 

message block is processed) H(i) where i denotes the number of 512 bit block being processed in the 

message M, and ending with the final hash value, H(N) where N is the number of the last 512 bit block in 

the message M.  

 A single temporary word, T. Previously defined constants which are labeled Kt, where t is the round 

number.  

The calculation is carried out as follows:  

The message schedule is prepared, i.e. the message word that is going to be used in that round is prepared. This 

computation is done as described in the following formula:  

Wt = Mti 0 ≤ t ≤ 15  

Wt = ROTL(Wt-3 ⊕ Wt-8 ⊕ Wt-14 ⊕ Wt-16) 16 ≤ t ≤ 79  

In the above formula Mit denotes the tth 32-bit message word of the ith 512-bit message block in the message 

M. The 5 working variables A, B, C, D and E that are going to be used in the computation are prepared as 

follows:  

A = H0 (i–1) B = H1 (i–1)  

C = H2 (i–1) D = H3 (i–1) E = H4 (i–1)  
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After these initializations, the final values of the working variables for that round are calculated as described 

below:  

T = S^5(A)+f(t;B,C,D) + E + Wt +Kt  

E = D  

D = C  

C = S^30(B)  

B = A  

A = T  

Finally, when all 80 steps have have been processed, the following operations are performed:  

H0 ←H0+A  

H1 ←H1+B  

H2 ←H2+C  

H3 ←H3+D  

H4 ←H4+E  

4. Output: - When all Mj have been processed with the above algorithm, the 160-bit hash H of M is available 

in H0, H1, H2, H3 and H4.  

 

III. VERILOG IMPLEMENTATION 

In this study the aim is to implement the designed hash function core on Verilog. The whole package and 

separate modules were synthesized and analyzed using Xilinx ISE 12.1 tool. 

 The Verilog implementation was divided into five modules: Initial module: - It collects the serial input bits 

and sends 512 bit blocks to the next module.  

 Round module: - It performs the hashing calculations and operations on the input message block and 

previous hash output to generate a new hash value.  

 Last Block module: - At the end of the message bit stream the final message block of 512 bits has to be 

prepared by adding 64 bits of message length at the end of 448 bits of input message block, padded 

accordingly to suffice the word size requirement. This final message block does this function of preparing 

the last message block.  

 Final module: - This module computes the hash value by adding the previous hash value to the new hash 

value achieved from the Round module. Then it sends the 160 bit hash value, bit by bit (serially).  

Top module: - This module is the control unit for controlling the functioning of the rest of the modules and to 

ensure that the SHA1 algorithm flow is followed and maintained 

IV. METHODOLOGIES/SOLUTION APPROACHES  

 

[Aianhua He, et-al, 2009] has proposed the FPGA based and performance analysis of a compatible SHA series 

design. The novelty of the design is that it can provide all of the SHA functions: SHA-1, SHA-256, and SHA-

512 with limited trade- off. Block RAM, the base element of FPGA, is used to diminish the logic block 

consumption, while the scalable Wt generator and the arithmetic logic reuse decrease the proneness of the extra 

resource consumption. The Mixed-SHA is able to achieve 442Mbps. Two other assumptions, SHA_1_256, 
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SHA_1_512, are made to discuss the bottleneck of the design, and providing two other optional compatible 

designs, at the same time, to face different requirements of the application. The throughput then raise to 1.2Gbps 

With using about 1100 Slices,  less than 1% of the total resources in xc5vlx220.  In all, by comparing with the 

performance of the design that quote from other authors, the Mixed-SHA implementation has a comparable 

performance, and better compatibility than other design [2]. 

[Brian Baldwin, et-al, 2010] has presented a methodology for fair and accurate comparisons of the SHA-3 hash 

functions. Author implemented and tested as many designs as was necessary to obtain full coverage of all of the 

hash variants as required by NIST. Author developed a hardware wrapper to allow inclusion of padding and 

interfacing, to obtain the full timing and area analysis, and for completeness compared the area and speed of the 

hash designs both internal and external of this wrapper. Finally author presented throughput results for both long 

and short hash messages inclusive of this wrapper [3]. 

[Bernhard Jungk, et-al, 2011] has focused on area-efficient FPGA implementations of the SHA-3 finalists. 

The performance of Gristle is considered the best alongside Keycap in terms of the throughput-area ratio; 

BLAKE follows closely, while Skein and JH trail behind. If the focus lays on pure area consumption, the 

situation reverses and it is much easier to implement a really small JH or BLAKE design.Keccak, Gristle and 

Skein are much bigger. There is still room for improvements of almost all implementations. For example, the 

area of Keycap could probably is further reduced by making a design which usesonly4slices in parallel and JH 

could be much faster, if more parallelism is used [5]. 

[C.P Arsenal, et-al, 2007] has discussed different design architectures of Blake-256 implemented on FPGA. 

Design uses large hardware resources gives maximum throughput i.e. 8G design requires only 14 clock cycles 

for Hash value calculation resulted throughput of 2.6 Gbps. 1G design gives most efficient results in terms of 

number of slices utilized. The optimized delay path is utilized in 4G design with respect to Virtex 5 architecture. 

That’s gives maximum TPA of 2.1. Appropriate selection of number of slice LUTs and Slice registers and their 

placement according to the Virtex 5 Device Architecture Resources gives the optimized results. The selection of 

architecture is dependent upon type of application either high speed requirements or low area constraints, 

suitable optimization could be performed in a particular domain to achieve best design results [4]. 

[Fatma Kahri, et-al, 2013] has presented an architecture and efficient hardware implementation of SHA -256.  

Author reported the implementation results of SHA-256 and new hash function on Xilinx Virtex 2, Virtex 5, 

Virtex 6 and Virtex 7 FPGAs. The performance of the implementation in terms of area, throughput, frequency 

and efficiency and compared the standard with the newest hash function [9]. 

V. STRENGTHS AND LIMITATIONS 

 MD5 and SHA-1 both have very fast bitwise operators that make up the function , so they can be computed 

very, very quickly on a modern processor.  

 Hash functions are the most important cryptographic algorithms and used in several fields of 

communication integrity and signature authentication.  

 It is used in Digital signature algorithms and Throughput improvement. 



International Journal of Advanced Technology in Engineering and Science                 www.ijates.com  

Volume No 03, Special Issue No. 01, March 2015                                  ISSN (online): 2348 – 7550  

1100 | P a g e  

 

 Rather than storing a user’s password, a system will typically store the hash of the password instead. When 

a user enters their password, the hash is then computed and compared with the stored hash. If the hash 

matches, due to the collision resistance property of hashing algorithms, it implies that the passwords match. 

 The sender can hash a file before sending to the recipient. The recipient will then hash the file received and 

check the hashes match. This can also be used for the storage of files, to ensure files have not been 

corrupted or modified. 

 

VI. IMPLEMENTATION RESULTS 

As shown in Table 1 the proposed SHA-1 implementation reduces the area by 24.5% and increases the speed by 

13.6%.Meanwhile my implementation with the same clock speed reduces the area by 39.7% which meant 

significant decrease in area. 

Table 1 Implementation Results 

 Frequency(MHz) Area 

Proposed  714 6067.8 

625 5469.5 

[3] 625 9064.5 

 

VII. CONCLUSION 

It is stated that SHA-1 can be efficiently implemented on FPGAs with minimal logic resources. In this study 

hash functions SHA1 is implemented in a processor structure using the same hardware blocks. These hash 

functions are examined in detail and a new instruction set is proposed. Hash processor is fully designed and 

captured using VERILOG HDL in Xilinx ISE software environment. The design is also implemented on Xilinx 

FPGA and implementation results are given. The designed hash function core has serial interface that makes 

communication with the external units such as a personal computer possible. 
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