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ABSTRACT 

The phenomenon of metastability is inherent in clocked digital logic. Many techniques have been presented for 

minimizing metastability, both for crossing clock domains, and for handling asynchronous inputs. Flip-flops are 

among these systems and can take an unbounded amount of time to decide which logic state to settle to once 

they become metastable. This problematic behavior is often prevented by placing the setup and hold time 

conditions on the flip-flop’s input. However, in applications they induce catastrophic failures. These events are 

fundamentally impossible to prevent but their probability can be significantly reduced by employing 

synchronizer circuits. The latter grant flip-flop longer decision time at the expense of introducing latency in 

processing the synchronized input. The main contributions include two novel solutions for the problem of 

synchronization. Speculation technique is the main theme that helps reducing synchronization latency. 
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I. INTRODUCTION 

 

Metastability is a phenomenon that can cause system failure in digital devices, including FPGAs, when a signal 

is transferred between circuitry in unrelated or asynchronous clock domains. This paper describes metastability 

in FPGAs, explains why the phenomenon occurs, and discusses how it can cause design failures. The calculated 

mean time between failures (MTBF) due to metastability indicates whether designers should take steps to reduce 

the chance of such failures. This paper explains how System reliability can be improved by reducing the chance 

of   metastability  failures with design techniques and optimizations. 

  

II. METASTABILITY 

 

The purpose of enforcing the setup and hold time conditions on combinational paths is to constrain the input of 

every flip-flop: to ensure that it is held stable for at least tsu seconds before the clock edge and that it remains 

stable for no less than th seconds afterwards. By doing so, flip-flop outputs are guaranteed to behave in a pre-

determined manner: they transition to the logic level of the input monotonically, with a nominal transition time 

and within a nominal clock-to-q delay. These properties are essential for the design of deterministic 

synchronous systems. 

In some applications, however, the setup and hold times of a flip-flop’s input cannot be always satisfied. For 

example, when the flip-flop is used to sample a real-time signal, input transitions can occur at any time relative 

to the clock edge. For a clock edge occurring at tclk, if a transition occurs after tclk-tsu and before tclk + th (this 

interval is referred to as the setup-hold time window), the flip-flop may not behave in the predetermined manner 
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described above. In other words, it may transition or not transition at all, it may transition after a long delay with 

a longer rise/fall time or it may produce multiple output transitions (behave non-monotonically). 

Historically, flip-flops were not known to behave in this manner in the early days following their invention. It 

was believed that a flip-flop whose setup and hold time conditions were violated will either succeed or fail to 

capture the logic value of the input. The impact of these violations on the delay, transition time and 

monotonicity of the flip-flop output had not been foreseen. In consequence, multiple early synchronous 

computers which have included unconstrained flip-flops exhibited mysterious failures whose root cause was not 

identified until the first mathematical analysis of the problem was published in 1952. The anomalous behavior 

of unconstrained flip-flops was attributed to metastability: a pseudo-stable state in which a bistable element is 

neither logic high nor low but somewhere in between. 

The duration of the metastable condition is a probabilistic phenomenon, and therefore there is no guaranteed 

maximum time. One can't build a bistable device such as a flip-flop that cannot go metastable. Metastability can 

appear as a flip-flop that switches late or doesn’t switch at all. It can present a brief pulse at a flip-flop output 

(called a runt pulse) or cause flip-flop output oscillations. Any of these conditions can cause system failures. 

For a simple CMOS latch, valid data must be present on the input for a specified period of time before the clock 

signal arrives (setup time) and must remain valid for a specified period of time after the clock transition (hold 

time) to assure that the output functions predictably. This leaves a small window of time with respect to the 

clock (t 0) during which the data is not allowed to change. If a data edge occurs within this aperture, the output 

may go to an intermediate level and remain there for an indefinite amount of time before resolving itself either 

high or low. 

 

Fig. 2.1 Metastability Trigger 

This metastable event can cause a failure only if the output has not resolved itself by the time that it must be 

valid for use (for example, as an input to another stage); therefore, the amount of resolve time allowed a device 

plays a large role in calculating its failure rate. Whenever there is any such violation, the output voltage is 

anywhere between a logic high and a logic zero. In such a condition the flip-flop takes additional time to settle 

to a stable output. And this stable output depends upon the process technology, manufacture and environment 

conditions that may force the output to go to a particular value. There is no way that the final state can be 

predicted.  

This operation is analogous to a ball rolling over a hill. Each side of the hill represents a stable state, and the top 

of the hill represents the metastable state. Just as the slightest air current would eventually cause a ball on the 
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illustrated hill to roll down one side or the other, thermal and induced noise will jostle the state of the flip-flop 

causing it to move from the quasi-stable state into either the logic 0 or logic 1state. Hence, the output is random. 

In any case the CP-Q delay of the f/f is increased. The extra delay may be ten or twenty times longer than the 

normal Clk-Q delay. This extra time is called the metastable resolution time. However, metastability may not 

always result in unpredictable output. If provided sufficient time with proper excitation, the frequency to 

frequency can in fact settle to a stable state. 

Metastable events are associated with data transitions occurring close to the active edge of the clock. Because a 

timing violation has occurred, the flip-flop will exhibit erratic behavior. The erratic behavior manifests itself in 

the form of an extended propagation delay with an unpredictable resolution of the Q output (of f/f). This 

metastable event can cause a failure only if the output has not resolved itself by the time that it must be valid for 

use therefore, the amount of resolve time allowed for a device plays a large role in calculating its failure rate. 

 

2.1 Scenarios of Metastability Occurance 

Whenever setup and hold violation time occurs, metastability occurs, so it is to be seen when this signal violates 

this timing requirement.  

 When the input signal is an asynchronous signal.  

 When the clock skew is more (rise time and fall time is more than the tolerable Values).  

 When interfacing two domains operating at two different frequency.  

 When the combinational delay is such way that, it changes flip-flop’s input in the required window (setup + 

hold window)  

 

2.2 Metastability Measurement 

In order to define the metastability characteristics of a device, 3 things must be known  

 Possible sequence that the device will enter a metastable state 

 Period of device remain in that state 

 Measured propagation delay of the device.  

                         

2.3 Methods to Avoid Metastability 

 Synchronize any asynchronous input through one path that has at least one and preferably two flip-flops in 

series. 

 The flip-flops should be running on the same edge of your system clock as the rest of the circuit. This will 

limit the area of potential problems to one path instead of several.  

 Use buffered flip-flops, or un-buffered flip-flops with minimum load.  

 Ensure that setup time of the destination flip-flop is met. This will avoid the creation of metastable 

conditions inside the circuit and minimize the propagation of any should they occur  

 Use metastability hardened Flip-flops.  

 

III. METHOS TO AVOID SYNCHRONIZATION LATENCY 

 

3.1 SPECULATION 

An alternative strategy to mitigate synchronization latency is to use redundant hardware to perform speculative 

computations during synchronization cycles. This “hides” synchronization latency by overlapping it with an 
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equivalent number of computation cycles. If computing an output based on an asynchronous input requires n 

synchronization cycles and m computation cycles, this method yields a processing time of max(m, n) cycles as 

opposed to m + n for conventional synchronization. This reduces the total latency to tb + T _ max(m, n) where 

tb is the bundling delay. Metastable states occur relatively rarely compared to handshake requests and that 

incurring two cycles to synchronize each individual handshake is thus unwarranted. Their scheme involves 

using a single flip-flop k as a synchronizer and speculating that it does not become metastable. A detector circuit 

can then reliably identify, n cycles later, whether k has actually become metastable. If this was the case, each 

register in the synchronous block is restored to a backup copy which is kept in an n-level stack. Using this form 

of speculation, the latency of processing the asynchronous request is reduced to a single cycle only (plus tb). 

The cost is that each register needs to be duplicated n times. 
 

3.1.1 Advantages 

 Approach is entirely architectural and does not target the synchronization process itself.  

 It does not rely on any assumptions about the relationship between the communicating clocks.  

 It does not require fast metastability-resolving flip-flops.  

 Trading reliability and low-latency with duplicated hardware will be an increasingly-affordable option in 

future technologies because of the continuous growth of available design area  
 

3.2 Datapath Unfolding 

Speculation is the use of either time or resource redundancy to perform potentially useful work. Modern digital 

systems employ speculation at different abstraction levels. For example, memory management speculatively 

populates cache hierarchies with pre-fetched data to reduce the impact of slow memory access on processing 

speed. Also, processors that use branch prediction execute the instructions following branches speculatively to 

increase throughput. This is because restoring the state of a pipeline in the case of un-speculation is trivial. For 

example, when a branch condition in a pipelined processor is evaluated, invalid instructions in the fetch and 

decode stages can be discarded by flushing these stages. On the other hand, speculative computations cannot be 

“reversed” in a similarly straight-forward manner in non-pipelined systems. This is because non-pipelined 

systems have loop dependencies (i.e. feedback paths) such as the one represented by the expression x + 1. The 

existence of loop dependencies can corrupt the system state in the case of un-speculation (pipelined systems are 

free from such dependencies by definition). Nevertheless, arbitrary designs can be converted into functionally 

equivalent pipelines by unfolding. Although pipelining a design by unfolding is used primarily to increase 

throughput, it can also be used to perform speculative computations during synchronization cycles. To 

demonstrate how, consider the generic synchronous module. The module is represented by a Moore machine 

consisting of the state register R, the combinational block C and the asynchronous port [req, d, ack]. To 

maintain reliability, two flip-flops are added to synchronize req. The latency introduced by this chain can be 

“hidden” by speculatively computing what the machine state would have been if req changed two cycles earlier. 
 

IV. PROPOSED METHOD 
 

4.1 Sequenced Latching 

A novel technique to latch data reliably during synchronization cycles is the technique of Sequenced Latching. 

In short, a synchronizer is used as a state machine to sequence a series of latching operations. The synchronizer 

is constrained such that its state does not change when a latching operation fails. Therefore, any failed latching 

attempts are automatically retried in the subsequent cycles. 
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V. COMPARISON OF SPECULATIVE TECHNIQUES 

 

In Speculative Synchronization, method uses a single flip-flop k to synchronize the asynchronous handshake 

and a detector to reliably identify. When a metastable state is identified, the machine is restored to a previous 

correct state. This approach can be summarized as “assume, execute, verify then correct if necessary”. 

In Data path unfolding, additional instances of the entire machine are used to speculatively compute the machine 

states following the arrival of data. The assumption used here is that the value of the asynchronous data bus was 

valid n cycles earlier. This approach can be summarized as “assume, verify then execute”. 

In Sequenced Latching, unlike the other two speculative methods, sequenced latching makes an individual 

assumption on each synchronization cycle. The assumption is that the transition of the synchronizer flip-flop Si 

is captured by its successor Si+1. The delays between the synchronizer flip-flops and the sequenced pipeline 

stages are constrained such that data moves through the pipeline safely when this assumption holds. 

 

 

VI. CONCLUSION 

 

The growing number of asynchronously-clocked cores in modern systems means that the negative performance 

impact of clock domain crossing latency is likely to increase. Two novel architectural solutions (data path 

unfolding and sequenced latching) that are free from these limitation are proposed. The proposed methods 

leverage hardware duplication to speculatively compute the first few system states following a change in the 

asynchronous input. This allows a system to hide synchronization latency by overlapping it with the 

computation of the first few data-dependent states. The simulation results shows that metastability occurrence 

can be detected and based on the count the occurrence can be reduced which helps in reducing synchronization 

latency. The future work can be extended to work on the clock domain interface performing adaptive 

synchronization. 
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