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ABSTRACT

There are many page replacement Algorithms such as LRU, FIFO, Optimal, WS, NRU, NFU, Random, Second chance, Clock, CAR, and ARC etc. are available in memory management. In this paper we try to attempts the analysis and comparative knowledge between FIFO, LRU, Optimal and Second chance page replacement algorithms. And also analysis the efficiency of processor when the page miss situation enters in memory through the memory addresses and standard traces. Our experimental results demonstrate the Performance of the many page replacement techniques in providing the less page miss and small cost of overhead.

Keywords - Cache Performance, FIFO, Hit ratio, LRU, Memory Management, Random, SC, Virtual Memory.

I. INTRODUCTION

The Main memory provides an important and limited resource in a computer system. So by this importance main memory has essential amount of demand in the past decades. It is also known by everyone that processor and main memory has much faster speed compared to secondary memories. If main memory has enough space for other program then it will shared this space for use by other users. When occupied fraction memory from one programs not sufficient for program execution then to remove this problem we use the concept of virtual memory. A virtual memory system uses efficient and less overhead page replacement algorithms to decide which pages swap out from memory when a page miss occurred. The Pages are carried out into main memory only when the processor demands them for execution of process, this is called demand paging. The virtual memory allows the execution of process that does not exist completely inside main memory. This memory plays a vital role in page replacement techniques to swap in swap out of required pages in memory.

II. PAGE REPLACEMENT

The page replacement policy is used to select the page in memory that will be replaced when a new page brought in. When a user executes a program then page miss situation occurs. The page replacement takes the following approaches for use-

(I) If there is no free space in frame.

(II) If it finds some free page in memory that is not really in use then swap out.

(III) The same type of page brought into memory in several time.

Page replacement techniques clarify that which memory pages will be page out (swap out, write to disk) when memory need to be allocated it. Paging concept arises when a page miss occurs and a there is no free page on the memory to satisfy the allocation. Page replacement algorithms are divided in to two types-
Local page replacement: When a process found that a page miss occurred on same Process for Page replacement is called local page replacement.

Global page replacement: This is free to select any page in memory.

First-In, First-Out page replacement (FIFO): It is a simple page-replacement algorithm. The first-in, first-out (FIFO) is a low-overhead algorithm. The operating system maintains all the pages in memory in a queue pattern, with the most recent arrival at the back, and the earliest arrival in front. When a page needs to be replaced, the page at the front of the queue (the oldest page) is selected.

Least Recently Used (LRU) page replacement: The least recently used page replacement algorithm, though similar in name to NRU, differs in the fact that LRU keeps track of page usage over a short period of time, while NRU just looks at the usage in the last clock interval. LRU works on the idea that pages that have been most heavily used in the past few instructions are most likely to be used heavily in the next few instructions too. It is rather expensive to implement in practice. It discards page that has not been accessed in longest time. Use (recent) past as a predictor of the future. LRU replacement associates with each page the time of that page’s last use. When a page must be replaced, it chooses the page that has not been used for the longest period of time.

Second Chance (SC) page replacement algorithm: A modified form of the FIFO page replacement algorithm, known as the second chance page replacement algorithm relatively better than FIFO at little cost for the improvement. It works by looking at the front of the queue as FIFO does, but instead of immediately paging out that page, it checks to see if its referenced bit is set. If it is not set, the page is swapped out. Otherwise, the referenced bit is cleared, the page is inserted at the back of the queue and this process is repeated. This can also be thought of as a circular queue. If all the pages have their referenced bit set, on the second encounter of the first page in the list, that page will be swapped out, as it now has its referenced bit cleared.

Random page replacement algorithm: Random replacement algorithm replaces a random page in memory. This eliminates the overhead cost of tracking page references. Usually it fares better than FIFO, and for looping memory references it is better than LRU, although generally LRU performs better in practice. Throw out a random page.

Obviously not the best scheme

Although very easy to implement

Probably the simplest page replacement algorithm is the replacement of a random page. If a frequently used page is evicted, the performance may suffer. For example, some page, that contains program initialization code which may never be needed again during the program execution, could be evicted instead. So there are Performance benefits available with choosing the right page.

III. RESULT ANALYSIS:
We draw a page miss table and graph for each replacement technique. Draw a page hit table and graph for replacement technique and Draw AHR table and graph for replacement techniques. After that we measure the performance analysis.

<table>
<thead>
<tr>
<th>Frame Size</th>
<th>FIFO</th>
<th>LRU</th>
<th>RANDOM</th>
<th>SECOND CHANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>72.27</td>
<td>73.42</td>
<td>70.8</td>
<td>73.02</td>
</tr>
<tr>
<td>4</td>
<td>77.25</td>
<td>78.07</td>
<td>76.12</td>
<td>78.07</td>
</tr>
<tr>
<td>8</td>
<td>80.70</td>
<td>81.00</td>
<td>78.8</td>
<td>81.25</td>
</tr>
<tr>
<td>16</td>
<td>83.22</td>
<td>83.70</td>
<td>81.17</td>
<td>83.67</td>
</tr>
<tr>
<td>32</td>
<td>85.22</td>
<td>85.82</td>
<td>83.57</td>
<td>85.65</td>
</tr>
<tr>
<td>64</td>
<td>86.90</td>
<td>87.07</td>
<td>85.65</td>
<td>86.82</td>
</tr>
<tr>
<td>128</td>
<td>88.00</td>
<td>88.20</td>
<td>87.42</td>
<td>88.1</td>
</tr>
<tr>
<td>256</td>
<td>89.20</td>
<td>89.25</td>
<td>89.22</td>
<td>89.2</td>
</tr>
<tr>
<td>512</td>
<td>89.92</td>
<td>89.92</td>
<td>89.92</td>
<td>89.92</td>
</tr>
<tr>
<td>1024</td>
<td>89.92</td>
<td>89.92</td>
<td>89.92</td>
<td>89.92</td>
</tr>
<tr>
<td>2048</td>
<td>89.92</td>
<td>89.92</td>
<td>89.92</td>
<td>89.92</td>
</tr>
<tr>
<td>Avg. AHR</td>
<td>84.77</td>
<td>85.12</td>
<td>83.86</td>
<td>85.05</td>
</tr>
</tbody>
</table>

Table 1: Table for % Hit Ratio for algorithms using bzip trace

Fig. 1: Graph for % Hit Ratio for algorithms using bzip trace

Fig. 2: Graph for % Hit Ratio for algorithms using gcc trace
Now we observed the performance of page replacement algorithms using traces bzip, gcc, and swim. Their conclusions are as follow-

(1) When we are using bzip trace for all P.R.A. then we observed that LRU (85.12) performs better than other algorithms. After that Second Chance (85.05), FIFO (84.77) and Random (83.86) respectively are better. Thus LRU P.R.A. is best for page replacement when bzip trace will use.

(2) When we are using gcc trace for all P.R.A. then we observed that LRU (66.61) performs better than other algorithms. After that Second Chance (66.61), FIFO (65.31) and Random (63.39) respectively are better. Thus LRU P.R.A. is best for page replacement when gcc trace will use.
Fig 4: Graph for AHR for algorithms using bzip trace

Fig 5: Graph for % Hit Ratio for algorithms using gcc trace

Fig 6: Graph for AHR for algorithms using swim trace

(3) When we are using swim trace for all P.R.A. then there is some difference, we observed that Second Chance (65.05) performs better than other algorithms. After that LRU (84.61), Random (82.85) and FIFO (82.75) respectively are better. Thus Second Chance P.R.A. is best for page replacement when swim trace will use.

IV. CONCLUSION

Therefore from all conclusions we observed that the first most popular algorithm is used for bzip trace LRU (85.12) and Second Chance (85.05). The second most popular algorithms is used for gcc trace LRU (66.61) and Second Chance (66.61)). These two algorithms provide low overhead on memory and processor. If we are taking swim trace then Second Chance (65.05) and LRU (84.61). But taking overall performance these two algorithms LRU and Second Chance play a vital and effective role in page replacement algorithm. We also observed that if page hit increase then the overhead on memory as well as processor will reduces and performance will be better as previous.
V. FUTURE WORK:-

From above results and performance analysis we observed that which algorithm is based for page replacement and will reduce the low overhead on memory as well as processor. In future vision we make an algorithm using traces which make faster page replacement and will compare the performance and overhead with exiting algorithms FIFO, LRU, Second Chance and Random mention in this thesis.
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